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(UNIVERSAL) TAGGER -LEMMATISER WITH DEEP LEARNING AND PARALLEL COMPUTING

PREMODERN SPELLLING

IN THE FIELD OF HISTORICAL COMPUTER LINGUISTICS WE INVARIABLY FACE A DIFFICULTY RELATED TO RELIABLE (PRE—)PROCESSING, MORE PRECISELY
SPEAKING, TAGGING AND LEMMATISATION OF PREMODERN TEXTS. THE PROBLEM IS THE NATURE OF PREMODERN SPELLING, BOTH IN LATIN AND IN THE
VERNACULAR LANGUAGES OF EUROPE, EXPOSING A HIGH DEGREE OF VARIANCE (BETWEEN REGIONS AND EVEN BETWEEN PARTICULAR SCRIBES, AS FAR AS
SCRIBAL CULTURE IS CONSIDERED) THAT INEVITABLY IMPEDES THE AUTOMATIC TEXT PROCESSING ON SCALE. NOT ONLY A SINGLE WORD MAY HAVE BEEN
SPELLED DIFFERENTLY, BUT THE BOUNDARIES BETWEEN WORDS AND MORPHEMES WERE CHANGING FROM ONE MANUSCRIPT TO ANOTHER. THAT FLUIDITY IN

ORTHOGRAPHIC PRACTICE PROBABLY FORMS THE BIGGEST IMPEDIMENT TO NATURAL LANGUAGE PROCESSING OF PREMODERN HISTORICAL TEXTS.
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