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A big challenge for theoretical linguistics: How to explain
language patterns as well as linguistic variation

Generative enterprise: universal faculty of
language + linguistic variation.

Principles and Parameters framework
[Chomsky, 1981].

Invariant innate principles + open parameters
(specified through the language specific input
that children receive).

Famous switchboard metaphor (Higginbotham).

Zipf’s principle of least effort [Zipf, 1949]. A
humble professor of German.



A principle: Dependencies tend to not cross when drawn
above the sent.

Indeed , the government is taking a calculated risk .
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We keep wondering what Mr. Gates wanted to say .
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Discovered by Hays and Lecerf in the 1960s and confirmed on about 30
languages:

p(C = 0) is very high [Ferrer-i-Cancho et al., 2018].

The average C does not exceed 1 for most of the languages
[Gómez-Rodríguez and Ferrer-i-Cancho, 2017].

C is actually small based on different baselines [Ferrer-i-Cancho et al., 2018].

Fundamental issue for the actual complexity of human languages: projective
(=easy to parse) grammar implies no crossings.



A parameter: Headedness.

Whether a head should follow or precede its dependents.
Principles and parameters theory [Baker, 2001]
Branching direction:

I Left-branching (head final): Japanese, Turkish.
I Right-branching (head initial): English (more right-branching than

left-branching)



The power of simplicity and the risk of overfitting

Barnsley fern Real fern



The truth is that ...

Headedness does not qualify as a parameter [Ferrer-i-Cancho, 2015b,
Ferrer-i-Cancho and Gómez-Rodríguez, 2016].
The scarcity of crossings neither as a principle
[Ferrer-i-Cancho, 2006, Gómez-Rodríguez and Ferrer-i-Cancho, 2017].

Key: principle of dependency distance minimization [Liu et al., 2017]

Stay here for the latter. Read refs above for the former.



Why? Two major hypotheses

The scarcity of crossings dependencies arises,
Directly from an underlying rule or principle of human languages that
is responsible for this fact (including the possibility of some cognitive
cost associated directly to crossings). Held by the overwhelming
majority of researchers. Serious problems
[Ferrer-i-Cancho and Gómez-Rodríguez, 2016]:

I It requires heavy assumptions that compromise the parsimony of
linguistic theory as a whole.

I It involves explanations based on internal constraints of obscure nature.

Indirectly, from the actual length of dependencies, which are
constrained by a well-known psychological principle: dependency
length minimization [Gómez-Rodríguez and Ferrer-i-Cancho, 2017].



Crossing theory

C ≤
(n−1

2

)
but actually C ≤

(n−2
2

)
[Ferrer-i-Cancho et al., 2018]

C ≤ |Q|, where Q is the set of pairs of edges of a graph that can
potentially cross when their vertices are arranged linearly in some
arbitrary order. Edges sharing a vertex cannot cross!
|Q|, the cardinality of Q, is the potential number of crossings.
In a tree, one has

|Q| = n(n − 1−
〈
k2〉)/2, (1)

|Q| = 0 if and only if the tree is a star tree [Ferrer-i-Cancho, 2017].



1st predictor of C

The number of edge crossings

C =
∑

(e1,e2)∈Q

C (e1, e2), (2)

C (e1, e2) is an indicator variable (C (e1, e2) = 1 if the edges e1 and e2
cross and C (e1, e2) = 0 otherwise).

Null hypothesis that the vertices are arranged linearly at random (all
possible orderings are equally likely). p(C (e1, e2) = 1) = 1/3 yields
E0[C ] = |Q|/3 [Ferrer-i-Cancho, 2017].



2nd predictor of C

Introducing knowledge about the length of the dependencies (edges of
length 1 or n − 1 are not crossable). p(C (e1, e2) = 1) is replaced by
p(C (e1, e2) = 1|d(e1), d(e2)), obtaining [Ferrer-i-Cancho, 2014]

E2[C ] =
∑

(e1,e2)∈Q

p(C (e1, e2) = 1|d(e1), d(e2)), (3)

p(C (e1, e2) = 1|d(e1), d(e2)) depends only on n, d(e1) and d(e2)
[Ferrer-i-Cancho, 2014].
E0[C ] is a true expectation while E2[C ] is not!



p(C (e1, e2) = 1|d(e1), d(e2))
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Evaluation of the predictors: materials

Corpora in version 2.0 of the HamleDT collection of treebanks
[Zeman et al., 2014, Rosa et al., 2014]: a harmonization of existing
treebanks for 30 different languages into two well-known annotation
styles: Prague dependencies [Hajič et al., 2006] and Universal
Stanford dependencies [de Marneffe et al., 2014].
Preprocessing: nodes corresponding to punctuation tokens or null
elements were removed (non-punctuation nodes that had a
punctuation node as their head were attached as dependents of their
nearest non-punctuation ancestor). Same treatment for null elements.
A syntactic dependency structure was included in our analyses if (1) it
defined a tree and (2) the tree was not a star tree.



Evaluation of the predictors: methods

C , number of crossings of the linear arrangement of a graph in general.
Ctrue , the number of crossings of the syntactic dependencies of a real
sentence.
relative number of crossings, i.e. C̄ = C/|Q| or C̄true = Ctrue/|Q|
[Ferrer-i-Cancho, 2014].
relative error of a predictor [Ferrer-i-Cancho, 2014]

∆x = Ex

[
C̄
]
− C̄true = (Ex [C ]− Ctrue)/|Q|. (4)

∆0 will be used as a baseline for ∆2.
∆0 converges to 1/3 for sufficiently long sentences when Ctrue is small
[Ferrer-i-Cancho, 2014].



Results I
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Results II
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Results III

Mixing sentences of different lengths:
The average ∆2, the relative error of the predictor E2[C ], is small: it
does not exceed 5%.
The average ∆2 is at least 6 times smaller than the baseline
∆0 ≈ 30%.

Controlling for sentence length (grouping sentences by length):
Average over group averages of ∆2: it does not exceed 4.3%.
The average ∆2 is at least 7 times smaller than the baseline error,
again ∆0 ≈ 30%.
The minimum size of a group is one sentence; the qualitative results
are very similar if the minimum size is set to 2.



Concluding remarks I

principle of dependency length minimization [Ferrer-i-Cancho, 2015a]
↓

dependency lengths
↓

the actual number of crossings in sentences

To explain the low frequency of crossings in world languages, it many not
be necessary to recur to recur to

A ban of crossings by grammar (e.g., [Hudson, 2007, Tanaka, 1997]).
A principle of minimization of crossings [Liu, 2008]
A competence-plus [Hurford, 2012] limiting the number of crossings.



Concluding remmarks II

The computational complexity of languages: mild context sensitivity
[Joshi, 1985].
Realistic constraints on dependency lengths could help to define,
maybe probabilistically, the mild non-projectivity of real sentences.
A constraint on crossings does not qualify as a principle (headedness
neither qualifies as a parameter).
We are liberating theoretical linguistics from the naive
(atheoretic) induction behind dogmas of the 20th century
[Ferrer-i-Cancho and Gómez-Rodríguez, 2016].
Challeging the reality of constituent structure [Chen et al., 2018].
Continuity constraint for free!
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